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✓ Chemical process usually has thousands of process variables (X) 

available to predict quality-relevant variables (Y).

✓ How to find the features of X that are important for predicting Y 

(which features of X helps predict Y) is one of the most important 

problems in ML, but very messy. 

✓ We want to know which foods are important for predicting “sick”



Problem
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✓ A common way to do feature selection is compute the correlation 

between feature values Xi and Y, if the correlation is above certain 

value, take these features.

✓ H

✓ To build simpler, more powerful, more interpretable model, we use 

causality analysis to find causal features.

Xi
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Fig.1 Flowchart of two kinds of causality-based inferential sensors
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Xi

Fig.1 Flowchart of two kinds of causality-based inferential sensors

Causality analysis methods:

Granger Causality analysis

Transfer Entropy

…..

Latent feature extraction 

methods:

PCA  ICA SFA CVA

…..

Regression methods:

LS, Bayesian, Decision tree, SVM, 

Neural networks

…..
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There are 52 different variables in this

process, among which 33 variables can

be measured in real time while another

19 variables need to be analyzed

respectively. Hence, 33 variables are

chosen as the process data and 19

variables are seen as the quality-

relevant variables to be predicted (only

use normal data, no fault data). We

choose and 33 process variables as X

and the variable 31 as Y.
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