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Abstract—Probabilistic principal component analysis
(PPCA) is a feature extraction method that has been widely
used in the field of process monitoring. However, PPCA
assumes that training and testing data are drawn from
the same input feature space with the same distributions.
This assumption is not valid for complex processes that
exhibit multiple operating modes and generate data with
different distributions. We propose a novel transfer learning
approach to monitoring processes with data from multiple
distributions. To this end, we introduce a novel extension
of probabilistic principal component analysis, which is we
refer to as the Domain Adversarial Probabilistic Principal
Component Analysis (DAPPCA). DAPPCA algorithm auto-
matically learns feature representations that are relevant
across different operational modes. The algorithm extracts
the most informative shared fault features and improves the
accuracy of the fault detection model in a new operating
mode using the knowledge transferred from previously
known modes. The parameters of DAPPCA are estimated
using a variational inference approach, and the monitoring
statistics are calculated using the proposed model. We
demonstrate the efficacy and real-time applicability of the
proposed method with simulated and industrial examples.

Index Terms—Transfer Learning, Probabilistic Principal
Component Analysis, Domain-Adversarial, Variational Infer-
ence, Process Monitoring

I. INTRODUCTION

ULTIVARIATE statistical process monitoring has re-

ceived significant attention in the process control com-
munity over the recent decades due to a large number of
variables measured and collected. The main objective of this
research area is to monitor the performance of processes
to ensure their long-term operational reliability and safety.
Multivariate statistical process monitoring methods form the
data-driven models from normal operating data using principal
component analysis (PCA), partial least squares (PLS), or
other variants of classical latent variable models [1]-[4]. The
measurements are decomposed into a principal component
subspace (PCS) and a residual subspace (RS) within these
methods. Two commonly used indices for detecting abnormal
conditions, namely the Hotelling’s T2 statistic and the squared
prediction error (SPE) statistic, are based on the squared
Mahalanobis distance of the PCS and the RS, respectively.
Fault detection algorithms that detect the process deviations
from the normal operating conditions are used to extract
valuable indices from data to indicate the process operating
status. The occurrence of a fault would lead to an increase
in 72 and SPE to the degree that exceeds the control limits.

These control limits are defined such that almost all of the data
corresponding to the normal operating condition are within
these limits.

On the other hand, the probabilistic counterparts of the
classical latent variable models have also been studied widely
in the area of process monitoring [S]-[11]. These probabilis-
tic variants have been introduced to address the challenges
associated with missing and multi-modality of process data
by assuming different distributions for the data.

However, the methods mentioned above for process mon-
itoring perform poorly when the faulty data are limited, as
is often the case with real industrial data. As an example,
chemical processes that exhibit multiple operating modes
often have a limited amount of data corresponding to each
fault. In general, failure events are rare, and therefore the
corresponding faulty data are insufficient for training purposes.
Furthermore, collecting new fault labelled industrial data is
expensive and time-consuming. When a given chemical plant
operates in a new mode, the model trained using the data
collected from the previous mode cannot be effectively used
as a fault detection model. This phenomenon occurs due to
the differences between the data distributions of the new and
previously known modes. Furthermore, due to the limited
labelled faulty data in the new mode, it is difficult to redevelop
a fault detection model for the new mode. Therefore, the
aforementioned techniques, which make the assumption that
the training and testing data are drawn from the same input
feature space with the same distributions, cannot effectively
be applied for this scenario.

Transfer learning is a promising approach to address the
challenges associated with the lack of data in some modes,
wherein the training data are collected from one mode, and
the test data are collected from another with different feature
spaces and/or data distributions [12]-[15]. Therefore, transfer
learning has been applied in process monitoring applications
by transferring the knowledge of the modes with sufficient
labelled fault data (i.e., source mode) to the modes with
insufficient labelled fault data (i.e., target mode) [16], [17].
Feature-based transfer learning is a commonly used form
of transfer learning. The intuitive idea behind feature-based
transfer learning is to transfer the source and target features
into a common feature space by learning a pair of feature
mapping functions. With this approach, the predictions in
the target space can be significantly improved as the model
is built using features that are common to different modes.
Several approaches exist for learning either domain invariant



features [18], [19] or universal features, which are common to
all modes [20]. Pan introduced transfer component analysis
(TCA) wherein some of the features across domains are
learnt by minimising maximum mean discrepancy (MMD) in
a reproducing kernel Hilbert space [19], [21].

In this paper, a new model based on transfer learning is de-
veloped and proposed for process monitoring applications. The
proposed model is inspired by [22] and [23] achieving efficient
transfer across modes or domains by extracting the features
that are common to different domains. We learn the domain-
invariant features by: (1) minimizing the reconstruction error
of Probabilistic Principal Component Analysis (PPCA) as a
feature extractor that is shared across the source and target
domains and (2) maximizing the domain classification error
of logistic regression as domain classifier. The whole learning
process is accomplished under this architecture which we
call Domain Adversarial Probabilistic Principal Component
Analysis (DAPPCA). The main contributions of this work
are: First, a novel model structure, DAPPCA, is proposed
for monitoring purposes. The proposed model is composed
of probabilistic principal component analysis (PPCA) as a
feature extractor and logistic regression as a domain classifier.
This structure achieves efficient transfer across domains by
extracting the features that cannot discriminate the domain of
origin of observation. The considered model would address
scenarios like the problem of process monitoring when there
is a lack of labelled faulty data in some modes. Second,
to learn the domain-invariant features, we jointly optimize
two objectives: (1) minimizing the reconstruction error of
probabilistic principal component analysis (PPCA) as a feature
extractor that is shared across the source and target domains
and (2) maximizing the domain classification error of logistic
regression as domain classifier. Third, we presented an ap-
proach based on the recent advances in variational inference
to learn the parameters of the whole architecture. Lastly, we
have extensively validated our results with numerical data and
real industrial data.

The rest of this paper is organized as follows: Section 2
revisits PPCA as a fault detection tool. Section 3 introduces
DAPPCA and an algorithm to learn the parameters of the
model using variational inference. This section also presents
an algorithm to monitor control charts based on the proposed
model. In section 4, a simulation example and an industrial
case study are presented to verify the efficiency of the pro-
posed approach. A Summary of our findings and conclusions
are provided in section 5.

II. PROBABILISTIC PRINCIPAL COMPONENT ANALYSIS

The PPCA, a probabilistic counterpart of the traditional
PCA, tries to project observed data onto a low dimensional fea-
ture space using a probabilistic framework. Let us suppose that
we observe a d-dimensional data set X = [x1,Xa, ..., Xn|? €
R"™*4. Assume that the observed data are generated by an
underlying ¢-dimensional latent variable denoted by ¢, where
the linear relationship between the observed data and latent
variable for each sample ¢+ under PPCA framework is defined
as,

Xj =Vo; +¢€; (1)

where v € R?X7 is the loading matrix variable and the noise
variable, ¢€;, is assumed to follow a Gaussian distribution
with zero mean and variance o2. In Eq.(1) we assume that
the latent variables ¢; € R9*! follow a normal distribution
denoted by N(0,I). The parameters of the PPCA model
Oppca = [v,0?], can be estimated using the Expectation-
Maximization (EM) algorithm. The estimated value of 8,
is obtained by iteratively going through an expectation step
(E-step) and a maximization step (M-step). In the E-step, the
posterior distribution of ¢; is derived, and in the M-step,
the first and second moments of this posterior are utilized to
update the model parameters in 6.

After the PPCA model from the normal operating data
has been developed, two corresponding monitoring statistics
are constructed that are the same as those of PCA, namely,
(1) Hotelling’s T? [24], and (2) Q [25]. These statistics
are monitored to check if a newly collected sample falls in
the normal operating range. The T? statistic is utilized for
monitoring the variability in the latent variables. The squared
prediction error (SPE) or @) statistic monitors the space of
model residuals. Using the results from the T2 statistic, we
are able to detect the samples where the latent variables drift
further away from the origin and from the () statistic, we are
able to detect the samples where the model residuals go out
of the desired bounds. The T2 statistic is the normalized sum
of squares of latent variables defined as,

T? = ¢;" (0°T) ' ;. (2)

In this work, T? statistic is utilized for the purpose of
process monitoring.

[1l. PROPOSED METHOD

In real industrial settings, often faulty data are limited,
and this is particularly true when a process is operating in
a new mode. In addition, due to the differences between the
distributions of data from new and previously known modes,
the model that has been trained using the data collected from
the known modes cannot be used to detect faults in the
new mode. In this section, we propose a novel DAPPCA
algorithm to improve the fault detection model in the new
mode by transferring the knowledge from known modes and
developing corresponding process monitoring statistics. The
proposed transfer learning algorithm involves extracting the
features that are shared between the new mode (i.e., source
domain) and known modes (i.e., target domain). The terms
mode and domain are used interchangeably in the rest of this

paper.

A. Domain Adversarial Probabilistic Principal Component
Analysis

To implement transfer learning in the context of process
monitoring, the architecture illustrated in Fig. (1) is proposed.
In this setting, we denote the observed points in the source
and target domains by Xg and X respectively as follows,
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where n = ng + nr is the total number of source and target
sample points.
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Fig. 1: A schematic of the proposed method for process
monitoring via Transfer learning

The g-dimensional latent variable corresponding to the
observed data is denoted by ¢ with subscript S for source
domain and subscript 7" for the target domain. Binary outputs,
¥d = [Yd1,Ydas ---s Yd,| indicate the vector of domain labels
corresponding to the observed data, where yq; € [T,5] is
domain label at the i*" sample point.

The architecture shown in Fig. (1) consists of two essential
parts: (i) a feature extractor, which is shared across both
source and target domains and (ii) a domain classifier that
discriminates the domain of origin of features. To make feature
distribution domain-invariant, the parameters of the feature
extractor are optimized in order to maximize the loss of classi-
fying domain labels. By doing so, we obtain domain-invariant
features across both source and target domains, namely the
features that cannot be distinguished between source and target
domain. As a result, the DAPPCA has the model structure
given below,

Xi =V +¢ “
p(yaildi) = 2(w" ¢) (5)

where w € R9*! is the parameter vector of sigmoidal
function, ®. We utilize logistic regression, ¢, to model the
probabilities of source and target.

The first goal of this architecture is to learn common feature
spaces. Therefore, both source Xg and target domain data X
are projected onto a shared latent feature space ¢. To this
end, as shown in Eq. (4), a probabilistic approach is taken
to define a mapping function from the latent feature space
¢ € R™*4 to the observation space X = [Xg; Xt] € R"*4,
This function allows for extracting useful features through
dimensionality reduction where ¢ < d. Furthermore, we train
the parameters of the feature extractor such that the features
cannot be distinguished between source and target domain by
the best classifier. The second goal of this architecture is to
train the classifier model in Eq. (5).

Let us concatenate the source and target data for training
a8 Yd = [Yds;Ydr] » X = [xg; x| and denote the complete

set of feature extractor and classifier parameters with ¥ =
[V, 02,04, 04]. The overall objective function for the proposed
M~ N~

Oppea 0c1 .
approach can be written as follows:

L= Lrec(X,X) — A\L(ya,Fa) (6)

where Erec(X,X) is the feature extraction loss, L£(ya,yd)
is the domain classifier loss and A is a positive scalar
trade-off hyper-parameter that appropriately weighs contribu-
tion of each loss term. The parameters of feature extractor,
PPCA, are optimized in order to minimize feature extraction
loss, E,eC(X,X), and maximize the domain classifier loss,
L(yd,¥a). By minimizing the objective in Eq. (6) with
respect to parameters of feature extractor, the domain-invariant
features emerge. This objective can be represented using the
corresponding log-likelihood functions as shown below:

£ = [log p(X[9) — Mogp(ya, X|v)] 0
and it can be expanded using marginalization and Chain rule
of probability,
£ [1og [ px.4l0) ds ®)

®

f /\log/w/(pp(yd,X,qb,wW) e dw}
= [105 | p(X16. D001 a0

~tog [ [ pvalg . 0)p(X16. Dpolm(w19) do ]
©))

In order to optimize the objective in Eq. (6), we need
to compute the log marginal likelihood of data in Eq. (9).
However, this integration is intractable. Instead, we propose
a variational inference procedure to evaluate the objective
function. This approach involves finding a lower bound of the
objective function. Given that we want to maximize the first
term in Eq. (9), the objective can be altered by replacing it
with the evidence lower bound (ELBO) of the log marginal
likelihood of data [26]. Similarly, given that we want to
minimize the second term in Eq. (9) w.r.t 0,4, it can be
replaced by the evidence upper bound.

The work by [27] provides an upper bound, which is
referred to as the y upper bound (CUBO) that is a special case
of Rényi divergence introduced by [28], [29]. In their work,
a tractable objective function by x?2-divergence is derived as
in Eq.(10) and this quantity is proved to be a general upper
bound to the model evidence.

logp(ya,X) < CUBO

1 X
where CUBO = 3 logIqu[(p(ydi;)f] (10)



¢’ is a variational distribution family. Using ELBO and CUBO,
we can express a total lower bound on Eq. (9) that takes the
form as below,

Flg,d o) = /qlog do

_ %log/q/(p(yd\¢,w,z9)p(X\</;5, 9 p(d9)p(w|9)
q
(11)

We now choose the two variational distributions on the
latent variables, ¢ and ¢, to be of the forms below,

a(¢) = p(¢|X, V) 12)

d' (o, w) = q'(W; 0w)d (¢ 0) (13)

The integration in the second term of Eq. (11) is still

intractable. Hence, the exponentiated upper bound, exp{2 x

CUBOY}, is substituted for the CUBO to produce the same
optimum points that are not biased estimates [27].

p(X|9, 9)p(¢]¥)
q

F(a:4', ) = Epgx,0) log[p(X|, 9)p(@|9)] + H(¢)
1oy PYaled, w, 9)p(X[p, D)p(P|d)p(w|d) o
- A
[dwa@® e )
dp dw  (14)
where H(¢) = —qlogq is the entropy. Hence, the first term

and the third term in the above equation are the only terms to
be optimized, and entropy is omitted,

]:(Q7 q/7 (P) = Ep(qﬁ\x,l?) IOg[p(X|¢’ 19)p(¢|19)]
Fi1
_\E., , (p(yd\d),W719)p(X\¢,19)p(¢|19)p(w|19) )2
q'(w)q'(¢) 7 (W) (¢)
Fa
(15)

First, the lower bound F is derived. In PPCA, the posterior
distribution of the latent variable, p(¢;|x;; v,0?), is Gaussian
and can be calculated based on Bayes’ rule as,

p(i|xisv,0?)
= N(@|(vTv + 021!
Having obtained the posterior distribution  of

p(¢;|xi;v,0?), the final form of lower bound Fj after
taking expectation is given as below,

(16)

vixg, o?(vIv +o°T)7h)

N
F1=Ep4,x:) log H[p(xi|¢i7 9)p(e;]9)]

N

=Ep(g,1x:) Zlog (xi[ve;, o’ )N

(¢;10,1)]

Ep(o x0) [03] v x4

XZTXZ‘
= 21: {- 510g27702 ~ 052 +

0—2
 Tr(Epg,x[¢:0i V'V) D low 2
252 9 %8
 Tr(Epg,x) [4:91 )

5 }oan

)2 d¢ dw

Next, the upper bound Fy is minimized using CHIVI
algorithm [27], [30]. We restrict two variational distributions
¢ (¢;0,4) and ¢'(w;6,) to be Gaussians. Given variational
distributions ¢’(¢; 64) and ¢'(w; 6,,), the gradients of CUBO
can be derived. First, we integrate out 6, and derive the
gradient of 6 = [114, 03] as follows,

0T
96, = 7]Eq’(¢;9¢>) [EQ’(w;Gw)[ (18)
p(yale, w)p(X|®)p(#)p(W) o /
Ve lo ;0
Similarly, we derive the gradient of 6, = [u,,02] and

integrate out 0y,

OF:
(")Tj = B¢ (win.) [Eq’(dx%)[ (19)
p(yal@, w)p(X|@)p(P)p(W) 5 w0
( q’(w)q’(qS) ) ] Vo, logq (w7 w)j|
The gradient of the lower bound F» with respect to feature
extraction parameters, Op,cq = [v,oQ], can be derived as
below,
0F>
89[)[)0&
_ / / p(yd|¢7w)p(x|¢veppca)p(¢)p(w) 2
= Veppca /q (W)q (¢)( q/(w)q/(¢) ) d¢ dw
[, p(yale, w)p(d)p(w) 5 , 2
= [ (@) (PG T EE 2, (X100 d e
) p(yal|®, w)p(é)p(w) .,
= [ty E B EIE,
2 p(X|(]5, GPPCG)VGI)pcap(X‘(ﬁ; appca) d¢ dw
_ 1o 10 P(Yale, W)p(@)p(w) 5
=2 [ (w)g (o) (T2 DO

p(X|¢, gppca)2vﬁppca IOgP(X|¢; prca) dd) dw

=2 Eqy o) [Eq'w;ew[ (20)
X
(p(yd|¢7 V(;’/)(i(,)qllq(b(;]))(d))p(w) )2 veppca lOgP(X|¢, 9ppca,)]

The expectation terms in gradient equations (18), (19), and
(20) are estimated by Monte Carlo estimation. Ultimately,
the update equations for parameters of features extractor and
domain classifier using the above gradient equations can be
obtained as in Egs. (21) to (26).

Note that there is a subtraction between the gradients of the
lower bound and the upper bound for updating the parameters
of the feature extractor in Eqgs. (21) and (23), owing to the
fact that we wish to maximize the domain classification loss
to extract the domain-invariant features from source and target
domains.

0F1 8]—'2

Vonew =V — [ ov - 8v } 21
0F1 0F
2 — 42 _ —A—=
g new — o 77[802 (90'2] (22)

where 1 denotes the learning rate schedule.



Besides, on the grounds that we wish to find the optimal
classifier, we minimize the domain classification loss w.r.t
parameters of the classifier in Eqs. (23) to (26). We first
update the parameters of the feature extractor part. Next, the
parameters of the domain classifier are updated. Repeat these
two steps to train the feature extractor and domain classifier.

2
Pnew

(24)

(25)

Hwnew =

0F2
Oo2

w

2

Uw new

] (26)

B. Monitoring strategy based on DAPPCA

For fault detection analysis based on the DAPPCA model
developed from normal operating data, we derive the com-
monly used statistic 72. Given the posterior distribution of
p(@ilxi,ya;) ~ N(@ilpg,03), T? statistic is similarly de-
rived as in section (II) for sample ¢,

T = ¢ (03) "

The flowchart of the DAPPCA monitoring algorithm is shown
in Fig. (8)
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Fig. 2: The DAPPCA process monitoring strategy flow chart

IV. CASE STUDY
A. Simulated example

To evaluate the effectiveness of our proposed DAPPCA
method, a synthetic dataset is first generated. More specifically,

No

the two-dimensional latent features ¢ are generated from a
Gaussian distribution with zero mean and unit variance. In this
synthetic dataset, 150 samples are used as source samples, and
their corresponding domain labels, y4, are labelled as ”0”, and
240 samples are utilized as the target samples (40 as training
and 200 for testing)and their corresponding domain labels,
Yd, are labelled as ”1”. Then, two different random 6 x 2
matrices v and v are constructed. Using the generated v and
¢ for both source and target domains, the source and target
data X and X are drawn from a Gaussian distribution with
mean v and the variance 0.01. We then investigated the
transferring behavior of DAPPCA in extracting the common
features across domains by comparing it with regular PPCA.
To implement DAPPCA, we used the AdaGrad algorithm and
set the learning rate to 1. For gradient estimations of the
CUBO part, ten samples are utilized at each iteration.

The estimation results of latent features for 40 samples of
target data are presented in Fig.3. As it is evident from the
results that the proposed method outperforms the PPCA and
mixture probabilistic principal component (MPPCA) method
in terms of estimation performance. The main reason why
PPCA is not capturing the feature representation well is due
to limited available target data.

Furthermore, Table I shows the magnitudes of concor-
dance correlation coefficients and mean absolute errors of
features using DAPPCA, MPPCA, and PPCA methods. The
concordance correlation coefficient between real features and
predictions by the proposed method is higher than the existing
methods, i.e., it shows the actual value of features and the
predicted ones are concordant. Hence, the magnitudes of
concordance correlation coefficients and mean absolute error
clearly indicate the superiority of the proposed approach in
the estimation of the domain-invariant features.

DAPPCA PPCA MPPCA

ps MAE ps MAE ps MAE
Feature #1  0.9757  0.1767 0.3521  0.8686 03419  0.8287
Feature #2  0.9558  0.0944 0.8038  0.5553 0.8856  0.3025

TABLE I: Comparison of concordance correlation coefficients
and mean absolute error of the latent features

Fig. 4 represents the change in variational means of ¢(¢)
at every iteration. From the figure, it can be observed that the
change in variational mean drops during the first iterations.
Afterwards, it remains almost constant with an increase in the
number of iterations.

To test the algorithm performance for monitoring purpose,
some faulty data are introduced with a step change with ampli-
tude 10 from the 140th to 240th points in the first dimension
of the target data. The monitoring results using the DAPPCA,
PPCA, mixture PPCA (MPPCA), recursive PPCA (RPPCA),
and probabilistic slow feature analysis (PSFA) methods are
provided for comparison. The monitoring results of these
methods for fault in target data are illustrated in Fig. 5(a)-(e).
Fig. 5 compares the T2 statistic obtained from these methods.
The control limit of 72 is determined by the x? distribution
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Fig. 3: Estimation of latent variables with the proposed method.
Real represents the original features, DAPPCA, MPPCA, and PPCA
represent the estimation of the features with the proposed method,
MPPCA, and PPCA, respectively.
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with a confidence level of 95 % .

To statistically characterize the performance of the presented
process monitoring method, we employ two metrics, namely,
fault detection rate (FDR) and false alarm rate (FAR), defined
as follows:

Detection
Fault

False alarms

FDR =
R No fault

FAR = (28)

As it is evident from Fig. 5 and Table II, the proposed
method provides superior monitoring performance compared
to other methods, with better detection and false alarm rates.
The MPPCA monitoring results do not indicate the fault
but PPCA, RPPCA and PSFA detect the fault with a worse
detection rate, false alarm rate, and detection delay than that
of DAPPCA.

DAPPCA PPCA MPPCA RPPCA PSFA
FDR FAR FDR  FAR FDR  FAR FDR  FAR FDR FAR
1.43% 35% 2.14% 0%  1.43% 32% 6.43% 100%  12.86%

Target 100%

TABLE II: Comparison of different methods in terms of the
fault detection rate and false alarm rate

In the following section, we demonstrate the performance
of the proposed algorithm on an industrial data set.

B. Electrical submersible pump (ESP)

The effectiveness of our proposed DAPPCA method is
further investigated through an industrial monitoring problem.

Electrical submersible pumps (ESPs) are the predominant
artificial lifting systems that are widely utilized in upstream
oil production. Therefore, monitoring and detection of ESP
failures is vital to avoid ESP failures and the resulting lifting
costs and loss of production from downtime. In this section,
the proposed monitoring algorithm is deployed to monitor
the long-term reliability of the ESP operation. To this end,
the most informative process variables that are to be used
for monitoring algorithm design are selected. The process
schematic of the steam-assisted gravity drainage (SAGD)
process with the critical variables is illustrated in Fig.6. We
consider measurements of the six most informative process
variables, including pump frequency, motor current, bottom
hole temperatures, and production tubing temperature, for
monitoring ESP performance.

Data pre-processing as one of the important stages of pro-
cess monitoring is applied to the raw data to remove noise and
other disturbances. The data pre-processing involves filtering
the data to remove outliers and unwanted peaks in process
variables during process shutdown. The filtering process is
performed by substituting each sample by the median of
samples from a fixed size window. Next, outlier removal is
performed by removing the data out of the expected operating
range. The development of a soft sensor for motor current
prediction is crucial for successful online monitoring of the
ESP performance. Therefore a soft sensor is developed to
predict motor current using a linear regression model, which
relates the square of the pump frequency to the motor current.
The soft sensor prediction error is treated as one of the
monitored variables. It is calculated using the predicted motor
current obtained by the soft sensor and the actual motor current
measurements. In addition, the temperature differences and
temperature gradients are also treated as monitored variables.
A list of all the monitored variables for ESPs is shown in
Table III.

After the pre-processing stage, the initial statistical feature
extraction model is trained on the monitored variables to be
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Bottom hole temperatures: 75, € [1,2, 3]
Production tubing temperature: 7'

Temperature gradients:

LT ie(1,2,3]

Temperature differences:
T; — Tiya,i € [1,2]

Predicted 1 oc F*
(I — PredictedI)/Predictedl

Bottom hole temperatures: 75, € [1,2, 3]

Motor current: [
Pump Frequency: F

TABLE III: Monitored variables used in ESP Monitoring

used for the subsequent samples to perform online monitoring
of the ESP performance. Finally, 72 monitoring statistic is
generated to detect the failures in advance.

The proposed transfer learning-based method is used for the
detection of a failure in ESP. To demonstrate the performance
of this method, the historical data from one failed ESP is
considered as source data. The data collected from another
ESP is considered as target data. All the failure portions are
removed from the data so that any abrupt change in 72 at the
end of the data can be considered as early detection of ESP
failure. While building an initial model using the proposed
method, input variables to the algorithm are constructed by
6000 samples before the end of the source data set along
with the 2640 samples from the beginning of target data.

Afterwards, the motor current soft sensor model, DAPPCA
model, are learned by these samples. The parameters of the
ESP soft sensor and DAPPCA are used to perform monitoring
on subsequent data from the target ESP to predict its failure in
advance. By using the proposed algorithm, for the target ESP
case, the monitoring result is depicted in Fig. 7 as follows,
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Fig. 7: Monitoring performance of Target ESP case using
DAPPCA

In Fig. 7, the blue line represents 72 monitoring statistic,
and the red dotted line is the control limit. From the monitoring
result, it can be observed that there is faulty behavior at the end
portion of data which affirms the proposed transfer learning-
based method can effectively predict the ESP failure before
happening.

Fig. 8 shows the monitoring result on the target data
using traditional PPCA (without transferring knowledge from
another ESP case).

The early detection and FAR of the proposed method and
four existing methods, including PPCA, mixture probabilistic
principal component analysis (MPPCA), recursive probabilis-
tic principal component analysis (RPPCA), and probabilistic
slow feature analysis (PSFA) are presented in Table (II).
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DAPPCA PPCA MPPCA RPPCA PSFA

Detection  FAR Detection FAR Detection ~ FAR Detection FAR Detection FAR

Target ESP Yes  0.58% Yes  25.74% No  438% Yes  1145% Yes  3293%

TABLE IV: Comparison of the proposed method and tradi-
tional PPCA in terms of the fault detection and false alarm
rate

From the above result, it can be concluded that the proposed
DAPPCA method achieves a better detection result compared
to other methods in terms of false alarms. The traditional
PPCA and other aforementioned methods do not transfer
knowledge from the source ESP data. Thus, there are consider-
able false alarms as shown in Table IV. From Fig. 8 (note the
actual failure occurred at the end), even though the traditional
PPCA also shows alarms before ESP failure. The proposed
transfer learning-based method shows a larger significant value
of T2 monitoring statistic at the end, which demonstrates the
early warning of ESP failure. The better performance of the
proposed method is attributed to its capability of accounting
for the latent features leading to failure of source ESP (across
domain). In this way, more information about the extracted
features can be included in the proposed method, which can
better model the key characteristics of the industrial data and
avoid being misled by false alarms caused by other process
data variations.

V. CONCLUSIONS

In this paper, a domain adversarial probabilistic principal
component analysis (DAPPCA) was developed for transferring
the knowledge of the modes with sufficient fault labelled
data (i.e., source mode) to the modes with limited faulty
data (i.e., target mode) for process monitoring purpose. More
precisely, the DAPPCA structure was adopted to learn the
common feature space to which both source and target data
are projected. Hence, the shared fault features improve the
accuracy of the fault detection model in the target mode based
on the knowledge transferred from the source mode. Further,
we presented a variational inference approach to obtain the

proposed model parameters. A simulated example was uti-
lized to demonstrate the advantage of the proposed method.
In addition, the method was applied to monitor industrial
electrical submersible pumps (ESP), which further verified the
effectiveness of the proposed approach.
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