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Abstract

Poorly designed alarm thresholds usually lead to significant safety hazards and

highly connected industrial processes. Due to the process condition changes, the

traditional alarm threshold optimization methods based on historical alarm data

lack the ability to adapt the thresholds online, which increases the safety risks

for a given process. This paper proposes a Simplified Multilayers Bayesian Net-

work based on Active Transfer Entropy (SMBN-ATE) to achieve adaptive online

optimization of alarm threshold. Through SMBN-ATE, an accurate and stream-

lined alarm propagation network is constructed and then applied to predict the

probability of future alarms, optimizing the alarm thresholds at each sample

time. Our method has two primary advantages: (1) The constructed alarm

propagation network circumvents the false causality problem caused by strong

correlation and thus improves the accuracy of the alarm propagation struc-

ture. (2) The adaptive online threshold optimization adjusts threshold value in

real-time based on the alarming probability and independently optimizes false

and missed alarm rates. The experimental results for the micro-seismic data

obtained from an actual coal mine indicate the reliability of establishing vari-

able relationships based on Active Transfer Entropy (ATE). Furthermore, the
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SMBN-ATE shows high effectiveness in the Tennessee Eastman Process (TEP).

Consequently, SMBN-ATE optimized the sum of the average false alarm and

missing alarm rates for 16 variables from 28.5% and 27.2% to 19.7%, where

28.5% and 27.2% were calculated by the Univariate threshold setting (Uni) and

False Alarm Probability and Missing Alarm Probability (FAP-MAP), respec-

tively. It demonstrated the SMBN-ATE method to be remarkably valuable.

Keywords: active transfer entropy, alarm threshold optimization, alarming

probability, bayesian network

1. Introduction

Modern industrial processes, such as chemical, paper pulping, and coal min-

ing, are highly interconnected and complex. To ensure safe operation, they

are equipped with hundreds of alarms. However, these alarms are often poorly

designed. Izadi [1] reported catastrophic industrial incidents that can at least5

partially be attributed to poorly designed alarms; many people are injured or

lose their lives yearly due to these accidents. This realization has increased

interest in the systematic design of alarms [2, 3, 4]. Recent results from this

research brought about a significant improvement in the performance of indus-

trial alarm systems. However, in practice, an excessive number of alarms are set10

out of an abundance of caution, which usually leads to a common phenomenon

called alarm flooding. Alarm flooding is a major cause of chemical accidents

and is challenging to manage. Two primary factors are responsible for alarm

flooding: chattering and false alarms. Both types of alarms are caused by im-

proper design of alarm thresholds. Therefore, it is critical to choose the alarm15

threshold optimally.

Based on numerous studies by scholars in alarm design and management,

Zhu [5] provided a detailed overview and indicated that optimal management

of alarms [6], alarm root cause analysis [7, 8], and alarm threshold optimization

[9, 10] are three crucial ways to improve industrial alarm systems significantly.20

The optimal management of alarms would enhance the ability of operators to
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respond to sudden unexpected alarms. The alarm root cause analysis can locate

the root cause of alarm flooding. However, implementing these two methods

relies on accurate information about the alarms. The quality of the alarms

depends on the thresholds used in designing them.25

Optimizing alarm thresholds is a practical approach often used to reduce

alarm flooding and provide accurate alarm information. In recent years, many

effective threshold optimization approaches have been put forward, which can be

divided into offline and online dynamic threshold optimization. Furthermore,

offline threshold optimization contains both single variable and multivariate30

threshold optimization methods.

Single variable threshold optimization methods have been applied to indus-

trial problems with significant improvement. For example, methods based on

dead zones and filters [10] are widely used, but these methods are insensitive to

small fluctuations and ignore temporary anomalies. In response to the alarm35

flooding caused by the instability of process variables, Wang [11] and Adnan [12]

proposed the alarm delay method to reduce the number of alarms. Afzal [13]

proposed a multi-mode delay timer to adapt to complex industrial processes,

which is highly restrictive and can be applied to a non-critical process vari-

able. Han [9] proposed a comprehensive approach to optimize false and missed40

alarm rates and time delay for threshold optimization. In addition, Yang [14]

proposed a method to judge the threshold quality using the Receiver Operat-

ing Characteristic (ROC) curve. It is essential to point out that even though

the single variable threshold optimization method improves the performance of

alarm systems, it still cannot effectively solve the problem of alarm flooding.45

As for multivariate threshold optimization methods, modern industrial plants

have great potential to optimize alarm thresholds based on massive volumes

of alarming data obtained from Distributed Control Systems (DCS) [15] and

Supervisory Control And Data Acquisition systems (SCADA) [16]. To judge

whether the design of the alarm threshold conforms to the actual chemical pro-50

cess, Zhang [17] optimized the multivariable alarm threshold by estimating the

kernel density of the alarm sequence. Considering the correlation between nor-
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mal data and alarm data, Yang [18] proposed a threshold setting method to

optimize the alarm threshold based on the corresponding correlation. Based on

the distribution characteristics of alarm data, Cheng [19] calculated the data’s55

potential features through manifold learning and provided stable information

for threshold setting. Han [9] and Gao [20] presented a method to optimize

the alarm threshold for variables in an alarm path by combining the analysis

of missed and false alarm rates and the correlation of relevant variables, signifi-

cantly improving alarm accuracy. Although multivariate threshold optimization60

techniques have been extensively studied, they are still not robust for complex

chemical processes with varying operating conditions because all the parameters

are calculated based on offline optimization.

Online dynamic alarm threshold optimization can be accomplished using

machine learning and statistical algorithms. Using the historical data of pro-65

cess operations, Bristol [21] optimized the alarm threshold and developed an

algorithm to adjust the alarm threshold automatically. Using trend data analy-

sis, Rossum [22] optimized the alarm threshold based on dynamic data analysis.

Integrating the Artificial Immune System Fault Diagnosis (AISFD) method [23]

and the Bayesian Estimation-based Dynamic Alarm Management (BEDAM)70

method [24], Zhu [25] proposed an online real-time detection algorithm to re-

duce the number of alarms by dynamically calculating and correcting alarm

thresholds. However, those threshold optimization methods mentioned above

optimize the thresholds of variables based on past alarm data, which are gener-

ally insensitive for each incoming alarm as the processes change.75

An accurate estimate of alarm probability is vital to adaptive online opti-

mization of alarm thresholds. On the one hand, Zhu [25] and Amin [26] studied

a dynamic Bayesian Network (BN) inference and prediction approach to esti-

mate the probability of alarms. However, Bayesian Networks need large vol-

umes of data to train parameters, especially in networks with a large number of80

variables. Since the training of Bayesian Networks requires significant data that

may not be available in complex chemical processes, it is challenging to estimate

relevant conditional probabilities in complex chemical processes. On the other
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hand, Meng [27] trained both the BN and Dynamic Bayesian Network (DBN)

structure according to the scoring function calculated by the correlation between85

data. However, this approach often leads to incorrect relationships during the

construction of the alarm propagation network. Dai [28] claimed that overcom-

ing false causality relationships and constructing an accurate alarm propagation

network is a challenging problem.

Based on numerous studies by scholars, we put forward an SMBN-ATE90

method to obtain an accurate estimate of the alarm propagation network using

unique information propagating between variables first. SMBN-ATE method

also simplifies the traditional DBN and reduces the need for large volumes of

data during the training process. Based on this simplified structure, we consider

each variable’s alarming probability and propose an idea for adaptive online op-95

timization of alarm variables. Before an alarm occurs, the threshold of the

possible alarm variables is optimized to achieve dynamic threshold optimiza-

tion. Furthermore, the SMBN-ATE-based adaptive online threshold optimiza-

tion minimizes the false alarm rate of each variable’s missed alarm rate.

The rest of this paper is summarized as follows. Section 2 provides an100

overview of the traditional Bayesian Network training and the primary multi-

variate alarm threshold optimization method. Section 3 describes the proposed

method SMBN-ATE in detail and introduces the dynamic threshold optimiza-

tion method based on alarm probability. Section 4 demonstrates the effec-

tiveness of the proposed approach through micro-seismic data obtained from105

an actual coal mine process and the Tennessee Eastman process (TEP); these

two experiments show the significance of the adaptive online alarm threshold

optimization method, followed by conclusions in Section 5.

The main highlights of this paper are summarized as follows:

(1) The proposed method simplifies traditional DBN, works with limited data,110

and provides alarm propagation probability based on causality analysis.

Compared with ATE, the method proposed in this paper expands the alarm

propagation structure to multiple layers and provides more interpretable
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and accurate alarm relations in the time dimension through this structure

to support the work of adaptive threshold optimization on a small amount115

of data.

(2) The proposed online optimization method adaptively updates the alarm

thresholds as the process conditions change. Using the probability of each

alarm and performing dynamic threshold optimization before the alarm

occurs, we can provide more accurate information to the operators.120

2. Bayesian Networks

This section will introduce the traditional multivariate threshold optimiza-

tion methods [9, 10] and the Bayesian Network training methods [25, 26, 27].

In addition, this section will introduce the block segmentation algorithm. It

utilizes a priori process knowledge to divide an industrial process into multiple125

blocks and then identify an accurate Bayesian Network. The proposed adaptive

online alarm threshold optimization algorithm is based on Bayesian Network

training and block segmentation.

2.1. Bayesian Network Training

An essential first step in analyzing alarm information is constructing an130

alarm propagation network. Bayesian Networks that combine graph models

with probability representation are ideally suited for building alarm networks.

There are two primary approaches to creating Bayesian Networks: (1) those that

are knowledge-driven and (2) those that are data-driven. In recent years, several

approaches to building data-driven Bayesian Networks have been developed due135

to easy access to high-quality data from data acquisition systems. Among the

data-driven approaches, the Score and Structure (SS) search approach [28] is

widely believed to perform better than other methods.

A Bayesian Network is shown in Figure 1, variables {x1, x2} and {x1, x3}

are connected by d12 and d13, respectively. In this structure, x1 is defined as the140

parent variable, x2 and x3 are defined as the child variables. The measurements
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Figure 1: The Structrue of the Bayesian Nerwork

from these variables are stored in a data matrix X = [x1 x2 ... xn], X ∈ Rm×n,

where n and m represent the number of variables and samples, all parent nodes

of xi are denoted by xip , and xl
ip

represents the corresponding sample at the

time l. The network of all connected edges is compactly represented using an145

adjacent matrix as Equation 1.

D =


d11 d12 ... d1n

d21 d22 ... d2n

... ... dij ...

dn1 dn2 ... dnn

 ∈ Rn×n (1)

where the value of dij = 1 if there is a direct connection xi → xj ; otherwise

dij = 0. The strength of each connection dij is denoted by θij , where θij ∈ R+ is

calculated using functions that measure the corresponding correlation between

relevant variables. Some common approaches to find these correlations and150

score each network are BIC [29], BDE [30], TE [27], etc. Equation 2 represents

the strength of all the connections in the network,

Θ =


θ11 θ12 ... θ1n

θ21 θ22 ... θ2n

... ... θij ...

θn1 θn2 ... θnn

 ∈ Rn×n+

(2)
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A network can be represented using a graph G, where G = ⟨X,D,Θ⟩ rep-

resents one Bayesian Network. Different networks can then be ranked using a

score. The score of any structure, where Gall = {G1 G2 ...GT } denotes the set155

of all possible networks, can be calculated using BIC, BDE, TE, etc. The Score

and Search (SS) method defines the best network structure as the structure

with the highest score. In other words, the best structure Gmax is obtained

using Equation 3,

Gmax = arg max
Gs∈Gall

score (Gs) (3)

Where Gs represents the score for a random network structure, scores ob-160

tained using BIC capture the information flow within the structure very well,

and the optimal structure obtained by BIC is often relatively straightforward.

Compared to the BIC criterion, TE emphasizes information flow within each

connection and captures better nonlinear relationships. The BIC scoring crite-

rion is defined as Equation 4.165

BIC (Gs) =

n∑
i=1

qi∑
j=1

ri∑
k=1

Pijk log

(
Pijk

Pij

)
− 1

2
log (m)

n∑
i=1

(ri − 1)qi (4)

Where BIC (Gs) represents the score for structure Gs, qi ∈ R+ and ri ∈ R+

represent the number of parent variables and the directed edges of each child

variable xi, respectively, and n represents the number of variables, Pijk is the

probability of xi being in the kth state and xpi
being in the jth state. Therefore

Pij =
∑ri

k=1 Pijk represents the sum of the probability of all different states k170

of the edge dij .

The score based on the TE criterion is given as Equation 5.

TE (Gs) =

n∑
i=1

Txip→xi − λ log (qi (ri − 1)) (5)

Where qi ∈ R+ and ri ∈ R+ have the same meaning as above, and λ is a

scalar parameter used to penalize the structure complexity. Txip→xi
represents
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the transfer entropy value of xip → xi. The value of TE is calculated as Equation175

6.

Txip→x =
∑

xt+1
i ,xt

i,x
t
ip

p
(
xt+1
i , xt

i, x
t
ip

)
log2

p
(
xt+1
i

∣∣∣xt
i, x

t
ip

)
p
(
xt+1
i

∣∣∣xt
ip

) (6)

The score based on BDE focuses on the prior probability between variables

according to the sampled data X. The resulting structure established by BDE

maximizes the posterior probability of all variables. The BDE function is shown

as Equation 7.180

BDE (Gs) =

n∑
i=1

 qi∑
j=1

[
log

Γ (αij)

Γ (αij +mij)
+

ri∑
k=1

log
Γ (αijk +mijk)

Γ (αijk)

]+log (dGs)

(7)

Where dGs
represents the number of directed edges in the structure Gs. Γ

denotes the standard Gamma function, and αij =
∑ri

k=1 αijk represents the

prior probability between variables. BIC, BDE, and TE scores are widely used

to build an optimal structure for Bayesian Networks.

2.2. Multivariate Alarm Threshold Optimization185

Improper alarm thresholds can lead to high false and missed alarm rates

which can cause either alarm flooding or failure by operators to recognize these

alarms in time. Therefore, it is crucial to choose alarm thresholds optimally.

The alarm data are typically binary. Using T t
i as the threshold of variable

xi at the sampling time t, the process data X and the corresponding alarm data190

matrix A = [a1 a2 ...an] ∈ Rm×n can be calculated as Equation 8.

ati =

 1, if xt
i > T t

i

0, if xt
i < T t

i

(8)

Where ati represents the alarm data of the ith variable at the sampling mo-

ment t.
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Traditional multivariate alarm threshold optimization methods can be di-

vided into two types: (1) the first type is based on false and missed alarm195

rates, and (2) the second type is based on the correlation of alarm sequence and

process data. The first type aims to find the right trade-off between false and

missed alarm rates by appropriately adjusting the alarm threshold value. The

traditional single variable optimization objective function is as Equation 9.

J = mxi
+ fxi

(9)

Where mxi
and fxi

represent the false and missed alarm rates of the xi at200

the current threshold, respectively, the corresponding multivariate optimization

objective function is given as Equation 10.

J = w1(mxi
+myi

) + w2(fxi
+ fyi

) (10)

Where w1 and w2 are appropriate weights for the false and missed alarm rates

in the multivariate threshold optimization, but Equation 10 does not evaluate

the correlation between the alarm and process data and often cannot accurately205

balance the relationship between false and missed alarm rates.

The second approach for alarm threshold optimization utilizes the correlation

between alarm and process data. If the correlation between alarm and process

data is strong, it implies that the alarm threshold is designed correctly, and the

alarm data generated by the corresponding threshold can indicate the process210

conditions. Equation 11 is the corresponding threshold optimization objective

function.

J = |rxi,yi − rxia ,yia
| (11)

Which rxi,yi
represents the correlation coefficient between the variables xi

and yi under normal operating conditions, and rxia ,yia
represents the correla-

tion between the corresponding alarm data of variables xi and yi. Both rxi,yi215

and rxia ,yia
are calculated by process data X and alarm data A according to
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the corresponding threshold of each variable, and the thresholds are the opti-

mization variables in Equation 11. By maximizing the correlation between the

alarm and process data, optimal thresholds can generate alarm data to show

the process conditions.220

2.3. Modular Decomposition of Process Networks

Typical industrial processes have several variables, and the optimal training

of the corresponding Bayesian Network is known to be an NP-hard problem

[31]. Moreover, training large networks requires a significant amount of data

that are not usually available. An effective way to decrease the complexity of225

the process is to use a module segmentation algorithm that can reduce the size

of the network and hence the amount of data required. This approach also

has the added benefit of simplified calculations and improved accuracy of the

resulting Bayesian Network. This paper uses the multi-module segmentation

technique to reduce the number of variables in each sub-module. The modular230

decomposition in industrial processes can be completed using the following four

steps:

(1) The process is roughly divided into submodules according to process units

such as reactors and condensers;

(2) Add a variable between the submodules from (1). Such variables are de-235

noted module-associated variables. In the previous sub-module, module-

associated variables cannot have a child node. In the latter sub-module,

module-associated variables cannot have a parent node. Based on process

knowledge such as chemical process energy flow or control loop, adding

the variables between necessary devices to the appropriate sub-modules ob-240

tained in the first step;

(3) Complete the search for the Bayesian structure of the respective sub-module;

(4) Merge the submodules using the module-associated variables to obtain a

full model/description of the whole system.
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3. Algorithm Principle245

The state-of-the-art approaches for alarm threshold optimization rely on his-

torical data. However, these approaches cannot guarantee that a given a priori

threshold is suitable as the process dynamics change. Therefore, we propose an

algorithm to adaptively adjust the alarm threshold at any given sample time

using an estimate of the alarming probability at the following sample time. The250

accuracy of our alarming probability estimates depends on the Bayesian Net-

work used. The scoring metrics for Bayesian Networks identified above focus

on the similarity (or correlation) between alarm data rather than the causal re-

lationships between variables, negatively impacting the alarm propagation net-

work’s accuracy. To improve the accuracy of the alarm propagation network,255

in this section, we introduce a concept called Active Transfer Entropy (ATE)

and then describe the construction of a simplified multilayers Bayesian Network

using active transfer entropy. Once an alarm propagation network is identified,

the relevant alarm probabilities will be obtained, which are then used to design

adaptive alarm thresholds.260

3.1. Simplified Multilayers Bayesian Network based on Active Transfer Entropy

3.1.1. Active Transfer Entropy

Identifying real causal relationships between process variables is essential

to building a reliable alarm propagation network. However, commonly used

approaches for network analysis are prone to “false causality’’ where the corre-265

lation between variables is confused with causality. Methods such as TE focus

on the similarity between data; therefore, there is a certain probability that

they will identify false causal variables. Unlike the traditional TE methods that

are often affected by false causality, ATE determines causal relationships with

better accuracy. The root cause of false causality is that multiple variables are270

simultaneously affected by one or more variables, and these affected variables

produce similar data characteristics. Hence, finding common cause variables is

a key step in eliminating false causality.
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Let us consider a network with the following four variables {xi, xj , xy, xo}.

Assume that there are strong correlations between xi → xo and xi → xj , as275

shown in Figure 2.

Figure 2: The structure of four variables

As a result, the data correlation between xj and xo will be strong. xi is

defined as the common cause of xj → xo. We find the common cause variables

using the traditional transfer entropy calculations. The calculation of the tradi-

tional transfer entropy is performed as Equation 6, and the following criterion280

judges the existence of the relationship between the variables.

T(xip→xi)nor = Txip→xi
−

tall∑
t=1

T(xip→xi)rt

tall
(12)

Where T(xip→xi)nor represents the transfer entropy of xip → xi after nor-

malizing, T(xip→xi)rt
represents the transfer entropy from the tth random shuffle

of xip to xi, and tall represents the times of randomizing the sampling data of

variables. The common cause variables of the xj → xo are denoted by xjp . We285

use the positivity of the corresponding transfer entropy to determine if there

exists a common cause variable.

T(xjp→xj)nor > 0 (13)

If a variable is not correlated with xj , then the corresponding transfer en-

tropy in Equation 12 will be a non-positive value. Therefore, if T(xjp→xj)nor > 0,

xjp is defined as the common cause variable of xj → xo.290
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As shown in Figure 2, xi is the parent variable of xj , and xy is the inter-

mediate node of xj and xo. When calculating the transfer entropy of xj → xo,

xi is regarded as a common cause variation. In the same way, if calculating

the transfer entropy of xy → xo, xj is the parent node of xy and is regarded

as a common cause variable. Considering that both xy and xo have eliminated295

the information from xj , if path xy → xo has a small transfer entropy value, it

means that xy and xo are both influenced by xj , and these two variables have

no causal relationship.

After obtaining the common cause variable xic from binary alarm data, the

discretized ATE is calculated as Equation 14.300

ATExip→xi
=

∑
xt+1
i ,xt

i,x
t
ic
,xt

ip

p
(
xt+1
i , xt

i, x
t
ic , x

t
ip

)
log2

p
(
xt+1
i

∣∣∣xt
i, x

t
ic
, xt

ip

)
p
(
xt+1
i

∣∣xt
i, x

t
ic

)
−

∑
xt+1
ip

,xt
p,x

t
ic
,xt

i

p
(
xt+1
ip

, xt
p, x

t
ic , x

t
i

)
log2

p
(
xt+1
ip

∣∣xt
p, x

t
ic
, xt

i

)
p
(
xt+1
ip

∣∣xt
p, x

t
ic

)
(14)

Unlike the traditional transfer entropy scoring criterion, the active transfer

entropy provides a better estimate of causal relations. In the next section, we

will use ATE to identify a more accurate alarm propagation network.

3.1.2. Network structure search

Once the value of the active transfer entropy between the process variables is305

calculated, we use a greedy search algorithm to search for the optimal Bayesian

Network structure. Each network structure is scored by Equation 15.
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ScoreATE (Ggreedy) =

n∑
i=1

 ∑
xt+1
i ,xt

i,x
t
ic
,xt

ip

p
(
xt+1
i , xt

i, x
t
ic , x

t
ip

)
log2

p
(
xt+1
i

∣∣∣xt
i, x

t
ic
, xt

ip

)
p
(
xt+1
i

∣∣xt
i, x

t
ic

)

−
∑

xt+1
ip

,xt
p,x

t
ic
,xt

i

p
(
xt+1
ip

, xt
p, x

t
ic , x

t
i

)
log2

p
(
xt+1
ip

∣∣xt
p, x

t
ic
, xt

i

)
p
(
xt+1
ip

∣∣xt
p, x

t
ic

)


− λ1 log (n)

=

n∑
i=1

(ATEi)− λ1 log (n)

(15)

Where n is the number of directed edges obtained by greedy search, λ1 is

the penalty coefficient used to limit the structural complexity. The final optimal

Bayesian Network structure is determined as Equation 16.310

Gmax = arg max
Ggreedy∈Gall

ScoreATE (Ggreedy) (16)

3.1.3. Simplified Multilayer Bayesian Network (SMBN)

The alarm propagation structure obtained by ATE can accurately express

the relationship between variables. However, the alarm data are binary, and they

alone are not suitable for predicting future alarms. To account for the lack of

sufficient information in binary alarm data, multi-layer Bayesian networks with315

temporal information, such as dynamic Bayesian networks, have been recently

studied by Perrin [32]. Figure 3 and Figure 4 show two different kinds of dynamic

Bayesian networks. Each variable in Figure 3 is connected to each node of the

previous layer. This multi-layer Bayesian Network requires large volumes of

data for training. On the other hand, the structure in Figure 4 is simple, but it320

is difficult to provide accurate information for analyzing alarm propagation as

only a few vital nodes are connected.

We combine the simple form in Figure 4 with the ATE scores defined earlier

to ensure that structure is manageable and performs better. We propose a
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Figure 3: The structure of a fully connected dynamic Bayesian network

Figure 4: The structure of traditional dynamic Bayesian network

three-layer alarm network structure based on ATE called SMBN-ATE, shown325

in Figure 5.

Figure 5: The structure of ATE-based simplified multilayers Bayesian network

For the relationships between variables as given in Figure 2, the correspond-

ing SMBN-ATE will be the network shown in Figure 5. Unlike typical Markov

processes where the variables at the current time instant only depend on the

variable at the previous instant, the above three layers of SMBN-ATE allows330
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for connections between the variables and their parent nodes in the first two

layers. This three-layer alarm propagation structure can reduce the complex-

ity and improve the stability of Bayesian network parameter learning by causal

inference and provide better alarm data information for alarm prediction. In

the simulation section, we analyze the SMBN-ATE structure and illustrate the335

suitability of this approach in adaptive online optimization of alarm thresholds.

3.2. Adaptive online optimization of alarm threshold

The adaptive online optimization method is designed to adjust the thresh-

old to adapt to the upcoming alarms using the estimated alarm probability.

Therefore, accurate prediction of alarms is essential for our approach. Bayesian340

Network parameter training is carried out according to Section 3.1.2. Each

variable’s prior probability of alarms is calculated by parameter training in the

Bayesian network. In the actual process, the alarm probability value P t
v is cal-

culated by the alarm data of all parent variables of v, where v represents the

variable to be optimized, t represents the sample time, and the alarm data is345

obtained by Equation 8. The inference of P t
v is done with the Bayesian inference

toolbox in this paper, and other types of classifiers can also perform probability

calculations.

Since P t
v changes at each sample instant, we use Equation 17 to determine

whether the threshold of each variable needs to be adjusted.350

P t
v > OPv (17)

Where OPv is a user-defined probability threshold, the OPv is chosen to

ensure that the alarms whose alarm probability is greater than OPv contain

80% of all alarms of the variable. This choice guarantees that the threshold is

optimized before critical alarms occur, and the setting of OPv is calculated by

the analysis of historical data. In practical applications, if a variable cannot355

be set OPv to ensure that 80% of alarms are detected, it is important to prove

that the variable has significant fluctuations and is not applicable to adaptive

threshold optimization.

17



The adaptive threshold optimization method works with Equation 18 as the

objective function based on the alarming probability P t+1
v in the next sample,360

where the optimization algorithm can use the greedy algorithm, etc, and the

calculation of alarm probability can be calculated by the Bayesian inference or

other superior classifiers. In the experiments of this paper, all parent variables of

v were defined as input, and the inference of P t+1
v is calculated by the Bayesian

inference toolbox.365

J = min

∣∣∣∣∣
(
1− e−LvP

t+1
v

1 + e−LvP
t+1
v

)
mv +

(
2e−LvP

t+1
v

1 + e−LvP
t+1
v

)
fv

∣∣∣∣∣ (18)

Where Lv is a measure of the importance of the variable v, and mv and

fv represent the missed and false alarm rates of the variable v, respectively.

The threshold optimization of each variable is only performed while the alarm

is between the double-high alarm and the double-low alarm set by operators.

Once the double-high alarm is exceeded, or the double-low alarm is exceeded,370

appropriate physical measures must be taken to prevent catastrophic events. A

large value is chosen for the most critical variables, a medium value is chosen

for normal variables, and a low value is chosen for less critical variables.

The adaptive online alarm threshold optimization strategy proposed in this

paper allows for tight alarm thresholds when the alarming probability of the375

variable is high. Similarly, when the alarming probability of a variable is low,

a larger threshold is used to reduce the false alarm rate. The overall algorithm

is summarized in Figure 6, and a detailed description of each of these steps is

shown below.

(1) Dividing necessary equipment into sub-modules based on industrial process380

knowledge;

(2) Defining the module-associated variables between sub-modules obtained in

the first step as described in Section 2.3;

(3) Converting historical sampling data to binary alarm data according to Equa-

tion 8;385
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Figure 6: The flow chart of the adaptive online alarm threshold optimization method based

on SMBN-ATE

(4) Solving for the potential common cause variables in each submodule accord-

ing to Equation 12 and 13;

(5) Constructing the structure of each submodule is based on Equation 15 and

Equation 16, each edge in the structure represents a causal rather than a

correlative relationship for alarm propagation;390

(6) Reconstructing multiple sub-modules as SMBN-ATE structure through module-

associated variables to obtain the final structure for threshold optimization,

as shown in Figure 5;

(7) The training of the parameters required for Bayesian inference is completed

by historical data to obtain the conditional probabilities of alarms between395

variables and their parent nodes;

(8) Combining process knowledge and historical data to complete the OPv and

Lv settings ensures that more than 80% of historical alarms can be further

optimized;

(9) Selecting variables to be optimized at the next moment base on the online400

data at each moment according to Equation 17;
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(10) Using Equation 18 as the objective function, the alarm threshold of the

variable to be optimized at the next moment is solved, and finally, adaptive

threshold optimization is achieved.

4. Experiments405

This section presents two experiments to demonstrate the previously de-

scribed method. In the first experiment, we evaluate three Bayesian network

structure scoring algorithms based on micro-seismic data from an actual min-

ing process. In the second experiment, we use the Tennessee Eastman Process

(TEP) data to demonstrate the adaptive threshold optimization approach pro-410

posed in this paper in detail and further prove the effectiveness and superiority

of the proposed method.

4.1. Coal mine process

In the Coal mining process, rock bursts occasionally occur and result in

worker fatalities. There is no established method for predicting rock bursts,415

which makes coal mining an exceedingly risky operation. It is vital to recognize

the anomalous data and determine the rock burst position at the earliest possible

stage of rock burst occurrence by solving the propagation path of the anomalous

micro-seismic energy and comparing it with the actual monitor’s position. This

section compares the performance of BIC, BDE, and ATE structural search420

scoring methods using anomalous micro-seismic data collected in a coal mine at

00:15 on June 16, 2016.

As illustrated in Figure 7, the dataset contains monitoring information from

nine micro-seismic monitors for four hours, totaling 10240 samples. Since nu-

merous micro-seismic monitors are positioned throughout the mine, monitors425

1, 4, 6, 7, 8, and 9 cannot detect attenuated micro-seismic signals. In this

experiment, the propagation path of the micro-seismic signal is solved using a

total of three monitors capable of receiving micro-seismic signals: monitors 2,

3, and 5. In this research, the same time window is employed in keeping with
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the size of the analysis sample width of 400 for micro-seismic analysis in the430

actual coal mine. The analysis is calculated from the 7300th data to the 7700th

data, as shown in Figure 7. The ground truth of this anomalous event is that

the source of the rock burst is closest to monitor 3, followed by monitor 5, and

finally propagates to monitor 2.

Figure 7: The data of nine micro-seismic monitors

The results of the propagation structure search by BIC, BDE, and ATE are435

illustrated in Figure 8 (a), Figure 8 (b), and Figure 8 (c), respectively. BIC,

BDE, and ATE accurately calculated that monitor 3 was the first device to

monitor the source signal, and both accurately obtained the directed edge from

monitor 3 to monitor 2. However, as BIC and BDE consider more the correlation

between data than the causality, they both achieve the opposite conclusion from440

monitor 2 to monitor 5, and the BIC approach also misses the directed edge from

monitor 3 to monitor 5. In contrast, the ATE-based structure search method

concentrates on the calculation of causality between data and obtains a total of

three proper propagation relations from monitor 3 to monitor 2, monitor 3 to

5, and monitor 5 to monitor 2.445

This experiment based on actual data demonstrates that in practical en-
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(a) (b) (c)

Figure 8: Results of propagation structure solution based on BIC, BDE and ATE scoring

method: (a) BIC; (b) BDE; (c) ATE

gineering applications, compared with the traditional BIC and BDE scoring

criteria, the ATE score-based propagation structure learning method can re-

duce the interference of false-causal relationships between data and thus obtain

a more objective and complete relationship between monitoring data, which is450

of practical significance. A more comprehensive SMBN structure search and

threshold optimization will be described in detail in Section 4.2.

4.2. Tennessee Eastman process

The TEP [33, 34, 35] is a benchmark process provided by the Tennessee

Eastman Company. Due to the comprehensiveness and complexity of data, it455

is often used as a benchmark in fault detection and alarm analysis research.

The structure of TEP is shown in Figure 9. The process is controlled by

12 control variables XMV (1-12), where XMV (1-11) are 11 commonly used

control variables. The overall process is monitored by 41 measured variables

XMEAS (1-41), of which XMEAS (1-22) are 22 commonly used measurement460

variables, as shown in Table 1. Given that the SMBN-ATE-based adaptive on-

line optimization method applies to complex chemical systems, we demonstrate

the effectiveness of the proposed method using the TEP process. Three tradi-

tional Bayesian structure search methods, BIC, BDE, and MBTE [27], are used

for simulation. The traditional univariate threshold setting and False Alarm465

Probability and Missing Alarm Probability (FAP-MAP) threshold optimization

method are used for comparison. In this paper, we use the Fault 1 dataset from

TEP for the experiment. This dataset has 1000 samples with 3 minutes between
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each sample, where the first 400 samples are normal and the fault is brought in

at the 401st moment, so the last 600 samples are abnormal data. In the first 400470

samples, if the sampled value is greater than the alarm threshold, it is defined

as a false alarm. And in the last 600 samples, if the sampled value is less than

the alarm threshold, it is classified as a missing alarm.

Figure 9: The description of the TE process [34]

4.2.1. Modular Decomposition

In the data of IDV1, the alarming probability of each variable under normal475

and abnormal working conditions is shown in Figure 10. The variables are

further pruned before performing a structural search according to the calculation

of alarm probability, and the variables are considered unrelated to the IDV1 fault

and removed once the alarming probability do not change significantly.

To reduce the number of required data and improve computational efficiency,480

we divide the TEP process into three sub-modules according to the constraints

of process knowledge. As shown in Table 2, CW20 belongs to both Sub-module1

and Sub-module2, and is defined as a module-associated variable of Sub-module1

and Sub-module2; ST11, SP13, and ST22 belong to both Sub-module2 and
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Table 1: The description of 22 measured variables in the TE process [27]

Variable

number

Variable

symbol
Type Unit

FF1 XMEAS(1) A feed (stream 1)

Feed
FF2 XMEAS(2) D feed (stream 2)

FF3 XMEAS(3) E feed (stream 3)

FF4 XMEAS(4) Total feed (stream 4)

CF5 XMEAS(5) Recycle flow (stream 8) Compressor

RF6 XMEAS(6) Reactor feed rate (stream 6)

Reactor
RP7 XMEAS(7) Reactor pressure

RL8 XMEAS(8) Reactor Level

RT9 XMEAS(9) Reactor temperature

PR10 XMEAS(10) Purge rate (Stream 9) Purge

ST11 XMEAS(11) Product set temp

Separator
SL12 XMEAS(12) Product set level

SP13 XMEAS(13) Product set pressure

SF14 XMEAS(14) Product set underflow (stream 10)

SL15 XMEAS(15) Stripper level

Stripper

SP16 XMEAS(16) Stripper pressure

SF17 XMEAS(17) Stripper underflow (stream 11)

ST18 XMEAS(18) Stripper temperature

SF19 XMEAS(19) Stripper steam flow

CW20 XMEAS(20) Compressor work Compressor

RT21 XMEAS(21) Reactor cooling water outlet temp Reactor

ST22 XMEAS(22) Separator cooling water outlet temp Separator
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Figure 10: The alarm rate under normal condition and IDV(1)

Sub-module3, these variables are defined as module-associated variables of Sub-485

module2 and Sub-module3. When the sub-module structure is established, the

common variables will be used to reconstruct the overall process structure.

Table 2: The optimal sub-modules of TE process

sub-modules units variables

Sub-module1
Feed, reactor, condenser,

compressor, venting

FF1,FF2,FF3,FF4,RF6,

RP7,RL8,RT21,CW20

Sub-module2
Condenser, compressor,

Venting, separator

CW20,PR10,ST11,

SP13,ST22

Sub-module3 Separator (part), stripper
ST11,SP13,ST22,

SP16,ST18,SF19

4.2.2. SMBN-ATE calculation

Determining the common cause variables is a crucial step for ATE calcu-

lation. Since these calculations are similar for each sub-module, we focus on490
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Sub-module1 as an example. The relationship of each variable in Sub-module1

is calculated according to Equation 12, and the results are shown in Figure 11.

Figure 11: The TE value of variables in Sub-module1

In Figure 11, the vertical axis represents the parent node variable, and the

horizontal axis represents the child node variable. Since RP7 and CW20 have

strong transfer relationships to FF2, RP7 and CW20 are defined as common495

cause variables of FF2. Summarizing the information in Figure 8, the edges

from potential common cause variable to each variable in Sub-module1 are given

in Table 3.

Taking common cause variables into the calculation of ATE, the value of the

active transfer entropy between variables is calculated by Equation 14, and is500

shown in Figure 12.

Because variables in the graph have different degrees of transfer relationship,

we use the ATE values in Figure 12 in the structure search algorithm to ob-

tain a single-layer Bayesian Network structure to get a more accurate network

structure. Figure 13, Figure 14, Figure 15, and Figure 16 show the network505

structure using BIC, BDE, and MBTE methods in combination with the ATE

method proposed in this paper.

In Figure 13, Figure 14, Figure 15, and Figure 16, the red lines represent

the data-driven Bayesian Network structure missing some important process
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Table 3: The edges from potential common cause variable to each variable in Sub-module1

Variable The edges from potential common cause variable

FF1 RP7 → FF1,RT21 → FF1

FF2 RP7 → FF2,CW20 → FF2

FF3 FF4 → FF3

FF4 RP7 → FF4,RL8 → FF4

RF6 FF2 → RF6,RL8 → RF6,CW20 → RF6

RP7 RL8 → RP7,RT21 → RP7

RL8 None

RT21 FF2 → RT21,CW20 → RT21

CW20 FF2 → CW20,RF6 → CW20,RL8 → CW20,RT21 → CW20

Figure 12: The ATE value of variables in Sub-module1
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Figure 13: The structure of Sub-module1 searched based on the BIC method

Figure 14: The structure of Sub-module1 searched based on the BDE method

Figure 15: The structure of Sub-module1 searched based on the MBTE method
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Figure 16: The structure of Sub-module1 searched based on the ATE method

relationships; the black lines represent the relationships in the structure that are510

consistent with the actual process, and the dashed lines represent the opposite

relationships of the actual process. The structures obtained by BIC and BDE

have certain important relationships missing. Although the structure of MBTE

is better than the BIC and BDE methods, the important relationship between

RL8 and RP7 is still missing. However, the ATE method not only constructs an515

accurate propagation relationship but also solves the problem of false causality.

For example, RF6 is the reactor feed rate, and RP7 is the reactor pressure.

RF6 is affected by feed rates of FF1, FF2, and FF3, so there is only a similarity

between RF6 and RP7 rather than causality. The ATE-based method does not

construct the relationship between RF6 and RP7 and constructs the relationship520

from FF1, FF2, and FF3 to RF6 and Rp7. Different from MBTE, with ATE,

we can avoid false causal relationships. The statistics of the results are shown in

Table 4, where Y, B, and N represent correct, opposite, and erroneous results,

respectively.

This example illustrates that ATE is better able to construct Bayesian net-525

works. The parent node and child nodes of each edge in the reconstructed overall

process are shown in Table 5, and the ATE-based single-layer Bayesian Network

structure is shown in Figure 17.

After obtaining the single-layer Bayesian Network structure, based on the

discussion in Section 3.1.2, we extended the structure into a three-layer SMBN-530

ATE structure, as shown in Figure 18. In this three-layer structure, variables
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Table 4: The results of the BDE, BIC, MBTE and ATE structure learning method

Method Y B N Correct rate

BDE 16 4 2 72.7%

BIC 14 2 2 77.8%

MBTE 10 1 0 90.9%

ATE 22 2 0 91.7%

Table 5: The parent node and child nodes of each edge in the reconstructed structure

Parent Node Child Nodes Parent Node Child Nodes

FF1 FF4,RP7,CW20 RT21 None

FF2 FF4,RP7,CW20,RT21 PR10 None

FF3 FF2,FF4,RF6,RP7,RL8,CW20,RT21 ST11 None

FF4 CW20 SP13 SP16

RF6 FF1 ST22 PR10,ST11,SP13

RP7 None SP16 None

RL8 FF1,FF2,FF4,RF6,RP7,CW20,RT21 ST18 None

CW20 RT21,ST11,ST22 SF19 None

Figure 17: The searched structure based on ATE method
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Table 6: The optimization parameters of different variables

Variable
FF

1

FF

2

FF

3

FF

4

RF

6

RP

7

RL

8

PR

10

ST

11

SP

13

SP

16

SF

19

CW

20

ST

22

OPv 0.4 0.2 0.1 0.3 0.2 0.4 0.4 0.2 0.2 0.2 0.4 0.1 0.2 0.4

Lv 2 2 2 2 1 3 3 2 2 3 2 3 1 2

are only connected to the parent nodes of the previous two layers. They are

also connected to their nodes of the previous layer. The SMBN-ATE structure

will be used to calculate the parameters of the adaptive online alarm threshold

optimization method in Section 4.2.3.535

Figure 18: The structure of Simplified Multilayers Bayesian network based on ATE

4.2.3. Adaptive online optimization

According to the three-layer Bayesian Network structure in Figure 18, the

relationship between the variables is constructed for the parameter training of

the Bayesian network. According to Equation 17 and Equation 18, we first set

the OPv and Lv values of 14 variables, as shown in Table 6.540

The setting of the OPv must ensure the alarm prediction probability can

cover 80% of alarms. Based on this condition, the value of OPv needs to be 0.23.
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The smaller the value of OPv represents the more frequently the variable v is

tested for threshold optimization. To ensure that more alarms can be included,

OPv is approximated to 0.2. The level is set according to the importance of545

variables in the process, the larger the value of Lv represents the more important

the variable v is. This paper use three levels of alarms, and the crucial alarms

are defined as level-3 alarms. In practical engineering applications, OPv and Lv

are two key parameters that designers need to calculate based on historical data

or decide the importance of the variables based on the process design.550

According to the objective function in Equation 18, we perform the calcula-

tion on a regular computer with an i7 CPU and 16G RAM, it takes 2 minutes

to complete the threshold optimization for all variables at each sample, which

is less than 3 minutes for a single sample in TEP. In real industry, more pow-

erful computing capabilities will also further make the computational burden555

no longer a problem. The result of the adaptive online optimization of IDV1 is

shown in Figure 19.

The blue line represents the sampled value of each variable, the black line is

the traditional univariate threshold, and the green line is the threshold obtained

by the FAP-MAP-based multivariate threshold optimization method. It is im-560

portant to note that there are three kinds of threshold lines in each figure, but

in some figures, the green and black lines overlap. The red line is the threshold

based on the SMBN-ATE adaptive online optimization method. Through the

optimization curves of RL8, ST22, SP16, and FF3 in Figure 19 (a), when the

IDV1 fault occurs, the adaptive online alarm threshold optimization method565

proposed in this paper makes the alarm threshold stricter, which means the

threshold value decreases to give more accurate alarms. Similarly, it can be

seen from Figure 19 (b) that the red line will still be adaptively adjusted to the

optimization curves of FF2, RF6, RP7, PR10, ST11, and ST13 according to

different alarm probabilities at each sample. For example, at the 700th sample570

of PR10, the process is still in the fault state; However, the value of PR10 re-

turns to the normal interval, the PR10 still has a high alarm probability, and

the threshold represented by the red line adaptively decreases to provide an
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(a)

(b)

(c)

Figure 19: The threshold optimization results are based on a univariate threshold, FAP-MAP

method, and SMBN-ATE method. (a) FF3, RL8, SP16, ST22; (b) FF2, RF6, RP7, PR10,

ST11, ST13; (c) FF1, FF4, SF19, CW20.
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accurate alarm. For the optimization curve of alarm variable SF19 in Figure 19

(c), noticing that SF19 rarely has an alarm, the threshold adaptively becomes575

loose to reduce the false alarm rate. Finally, the false and missed alarm rates

corresponding to the three methods are shown in Table 7.

Table 7: The false alarm rate and missing alarm rate of univariate threshold, FAP-MAP

method, and SMBN-ATE method

Vari-

ables

FAR-

Uni

FAR-

FAP-

MAP

FAR-

SMBN

-ATE

MAR-

Uni

MAR-

FAP-

MAP

MAR-

SMBN-

ATE

Sum-

Uni

Sum-

FAP-

MAP

Sum-

SMBN-

ATE

FF1 0.000 0.000 0.000 0.090 0.090 0.090 0.054 0.054 0.054

FF2 0.030 0.258 0.073 0.720 0.358 0.613 0.444 0.318 0.397

FF3 0.080 0.080 0.765 0.892 0.892 0.005 0.567 0.567 0.309

FF4 0.048 0.155 0.000 0.110 0.088 0.155 0.085 0.115 0.093

RF6 0.045 0.173 0.088 0.795 0.598 0.640 0.495 0.428 0.419

RP7 0.030 0.163 0.103 0.392 0.213 0.182 0.247 0.193 0.15

RL8 0.053 0.053 0.053 0.933 0.933 0.160 0.581 0.581 0.117

CW20 0.000 0.353 0.008 0.153 0.073 0.122 0.092 0.185 0.076

RT21 0.003 0.303 0.213 0.578 0.287 0.280 0.348 0.293 0.253

PR10 0.015 0.218 0.160 0.300 0.175 0.072 0.186 0.192 0.107

ST11 0.000 0.000 0.000 0.205 0.205 0.205 0.123 0.123 0.074

SP13 0.075 0.075 0.003 0.950 0.950 0.997 0.600 0.600 0.599

ST22 0.033 0.033 0.018 0.118 0.118 0.105 0.084 0.084 0.07

SP16 0.000 0.000 0.000 0.135 0.135 0.065 0.081 0.081 0.039

ST18 0.000 0.000 0.000 0.090 0.090 0.090 0.054 0.054 0.054

SF19 0.030 0.258 0.073 0.720 0.358 0.613 0.444 0.318 0.397

Mean 0.029 0.133 0.106 0.455 0.365 0.264 0.285 0.272 0.197

In Table 7, Uni, FAP-MAP, and SMBN-ATE represent the default univariate

threshold, the multivariate optimization threshold based on the FAP-MAP, and

the adaptive online optimization method proposed in this paper. FAR, MAR,580

and Sum represent the false alarm rate, the missed alarm rate, and the alarm

information error rate, respectively. The last row in Table 7 shows the average

false alarm rate, the average missing alarm rate, and the sum of the average

false alarm and the average missing rate for the 16 variables. It can be found

that the proposed SMBN-ATE method optimizes the average false alarm rate585
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from 13.3% to 10.6% compared with FAP-MAP. At the same time, SMBN-

ATE has an excellent performance in the average missing alarm rate, which

has significantly improved from 45.5% and 36.5% to 26.4% compared with Uni

and FAP-MAP, respectively. The sum of the average false alarm rate and the

average missing alarm rate shows that the results of Uni and FAP-MAP are590

28.5% and 27.2%, respectively, and the proposed SMBN-ATE method is only

19.7%, which has a significant improvement.

4.2.4. Discussion

With the proposed SMBN-ATE adaptive online optimization approach, a

significant improvement of the false and missed alarm rates is completed in TEP.595

Compared to the traditional threshold optimization methods, where a trade-off

between false and missed alarm rates is required, the proposed method indepen-

dently adjusts the false and missed alarm rates. Our approach depends critically

on predicting the alarming probability of the following sampling. Therefore,

the missed and false alarm rates can be optimized simultaneously. In Table600

7, the column of alarm information error rate (Sum) shows that our proposed

achieved results in which alarm performance of more than 80% of the variables

has improved. In addition to the excellent performance shown in Table 7, the

SMBN-ATE-based adaptive online alarm threshold optimization method also

has better applicability in practical industrial applications. The core princi-605

ple of SMBN-ATE for threshold optimization is based on Bayesian inference,

so only threshold optimization for linear faults can be accomplished with a

limited amount of data. However, since the alarm propagation structure is con-

structed based on information entropy, which is suitable for nonlinear data. As

a result, the method proposed in this paper can still accomplish the threshold610

optimization for nonlinear faults in the real industry as long as the historical

data is sufficient. We believe that the method proposed in this paper should

be further enhanced if simple Bayesian inference is replaced by methods such

as graph neural networks. In summary, the SMBN-ATE-based adaptive on-

line alarm threshold optimization method reduces undesirable alarms, prevents615
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alarm flooding, and improves the overall safety of a process.

5. Conclusions

An SMBN-ATE-based adaptive online alarm threshold optimization method

is proposed in this paper. It can optimize alarm thresholds before alarms oc-

cur, improve the accuracy of alarms, and help operators to obtain and handle620

alarm information in time to ensure the safety of industrial processes. The

SMBN-ATE-based method proposed in this paper includes modular segmenta-

tion, constructing a multi-layer alarm propagation network, and adaptive online

optimization of alarm thresholds. Compared with traditional alarm threshold

optimization methods, our method first distinguishes correlation from causality625

while searching for optimal network structure. This method effectively solves

the false causality problem caused by strong correlation and improves the accu-

racy of alarm propagation analysis.

Moreover, compared with structural search methods and threshold optimiza-

tion methods by the coal mine process and TEP, the simplified multi-layer630

structure optimizes the future alarm threshold according to the probability of

the alarm at the following sampling and simultaneously optimizes the false and

missed alarm rates. In future research, we will optimize the estimation of alarm

probability and the robustness of the adaptive optimization strategy.
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